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\textbf{ABSTRACT}

Soil salinization is one of the most important causes of land degradation and desertification, especially in arid and semi-arid areas. The dynamic monitoring of soil salinization is of great significance to land management, agricultural activities, water quality, and sustainable development. The remote sensing images taken by the synthetic aperture radar (SAR) Sentinel-1 and the multispectral satellite Sentinel-2 with high resolution and short revisit period have the potential to monitor the spatial distribution of soil attribute information on a large area; however, there are limited studies on the combination of Sentinel-1 and Sentinel-2 for digital mapping of soil salinization. Therefore, in this study, we used topography indices derived from digital elevation model (DEM), SAR indices generated by Sentinel-1, and vegetation indices generated by Sentinel-2 to map soil salinization in the Ogan-Kuqa River Oasis located in the central and northern Tarim Basin in Xinjiang of China, and evaluated the potential of multi-source sensors to predict soil salinity. Using the soil electrical conductivity (EC) values of 70 ground sampling sites as the target variable and the optimal environmental factors as the predictive variable, we constructed three soil salinity inversion models based on classification and regression tree (CART), random forest (RF), and extreme gradient boosting (XGBoost). Then, we evaluated the prediction ability of different models through the five-fold cross validation. The prediction accuracy of XGBoost model is better than those of CART and RF, and soil salinity predicted by the three models has similar spatial distribution characteristics. Compared with the combination of topography indices and vegetation indices, the addition of SAR indices effectively improves the prediction accuracy of the model. In general, the method of soil salinity prediction based on multi-source sensor combination is better than that based on a single sensor. In addition, SAR indices, vegetation indices, and topography indices are all effective variables for soil salinity prediction. Weighted Difference Vegetation Index (WDVI) is designated as the most important variable in these variables, followed by DEM. The results showed that the high-resolution radar Sentinel-1 and multispectral Sentinel-2 have the potential to develop soil salinity prediction model.

1. Introduction

As a global problem, soil salinization poses a serious threat to limited soil resources and ecosystem health in arid and semi-arid areas,
and it is one of the most important causes of land desertification and land degradation (Metternicht and Zinke, 2003). At the same time, it has also led to the continuous decline in the soil productivity, vegetation coverage, and biodiversity (Navar et al., 2014; Zhang et al., 2020a). According to statistics, almost 3% of the world’s soil resources are affected by salinization, which is expanding at a rate of 2.00 \times 10^3 \text{ km}^2 \text{ per year} (Ramos et al., 2020). In arid and semi-arid regions, in addition to the original high water-soluble salt, limited soil resources are also threatened by secondary salinization due to scarce rainfall, high evaporation, high groundwater level, and unreasonable agricultural activities (Wang et al., 2019). Soil salinity is an important indicator to evaluate the degree of soil salinization, and there is a big difference in time and space latitude (Ding and Yu, 2014). This shows that only dynamic monitoring can fully understand the current status of soil salinization, so as to provide more quantitative information for soil restoration.

The traditional regional soil salinization evaluation method is obtained through field soil sample investigation and analysis, which is time-consuming and laborious, and cannot realize large-scale real-time dynamic monitoring. Remote sensing technology can simultaneously observe the information of the same area on a large area, which has the characteristics of macroscopic, comprehensive, dynamic, and rapid. It can quickly and accurately extract soil information, such as the degree of salinization and its spatial characteristics (Allbed et al., 2014). At present, a large amount of satellite remote sensing data with medium and high spatial and temporal resolutions have been widely used in the mapping of soil salinity and other soil attribute information, which provides new opportunities for qualitative and quantitative research on soil attributes (Zheng et al., 2009), including total phosphorus (Shen et al., 2019), organic carbon (Zhou et al., 2020), total nitrogen (Kalambukattu et al., 2018), available potassium (Dong et al., 2019), anion and cation exchange (Ivushkin et al., 2019), texture (Gholizadeh et al., 2018), bulk density (Hengl et al., 2017), and pH value (Roelofsen et al., 2015). However, the monitoring of soil attributes based on optical sensors is susceptible to weather conditions such as cloudy and rainy.

Synthetic aperture radar (SAR) remote sensing has the advantages of all-weather monitoring; it has a certain penetration ability to vegetation and the surface. Compared with optical remote sensing, it can reflect the characteristics of soil below the surface layer and make up for the lack of optical remote sensing. Soil mapping has broad application prospects (Holah et al., 2005; Baghdadi et al., 2009). SAR remote sensing images have been widely used to monitor the spatial change characteristics of soil attributes, such as soil texture (Aubert et al., 2011) and moisture (Hengl et al., 2017). In addition, some scholars have also studied the potential of SAR technology to monitor soil chemical properties, but compared with optical remote sensing images, the application of SAR images in digital soil mapping has not been well utilized. In addition to the limited availability of freely available high-resolution radar and multispectral images, the diversity and complexity of SAR images also limit its development in digital soil mapping (De Bernardis et al., 2016). The latest Sentinel series satellites launched by European Space Agency provide scientific researchers with a large number of freely available high-resolution remote sensing images, offering a broad prospect for further refined digital soil mapping (Zhou et al., 2020). These provided images have high resolution (up to 10 m) and novel spectral functions (namely, three red-side bands and two shortwave near-infrared bands). Sentinel-1 is equipped with SAR sensors with high spatial resolution (5 m \times 20 m) and short revisit period (6 d) (ESA, 2015a), which provides a broad prospect for soil information monitoring. Sentinel-2 is equipped with a new generation of multi-spectrometer, with 13 different resolution bands, covering visible light, near-infrared, and short-wave near-infrared spectrum bands; its wavelength range is from 443 to 2190 nm. In addition, it has a 5-d revisit period and a width of 290 km (ESA, 2015b). The relatively high spatial and temporal resolutions of Sentinel-1 and Sentinel-2 play an important role in monitoring the spatial variability of soil salinization at the regional scale.

Sentinel-2 has been used in the research of soil salinization monitoring and mapping (Loiseau et al., 2019; Vaudour et al., 2019;
and other characteristics), we selected a total of 70 soil sampling sites. We used the Copernicus Open Access Hub; the data level is Level-1, and the satellite transit date is 22 July 2018. The images were processed by the few combinations of Sentinel-1 and Sentinel-2 data have been used to predict soil salinity.

Soil is a highly variable space-time continuum. The effect of soil-forming factors is nonlinear in the process of soil development. The nonlinear effect on soil properties is more obvious in a larger area (El Harti et al., 2016). Machine learning and data mining technology can effectively solve the nonlinear problem between soil properties and environmental factors (Allbed et al., 2014). Among these methods, tree-based models are often the most common machine learning algorithms; they are reported to have a good performance in soil salinity prediction, including random forests (RF) (Fatihzad et al., 2020), classification and regression trees (CART) (Yao et al., 2019), backpropagation neural network (BPNN) (Shahabi et al., 2017), and support vector machines (SVM) (Guan et al., 2013). However, no machine learning model can show the best predictive effect under any circumstances (Hengl et al., 2017; Chen et al., 2019).

The main objectives of this study are as follows: (1) using three machine learning algorithms, i.e., CART, RF, and XGBoost, to map soil salinization in the Ogan-Kuqa River Oasis of Xinjiang, China, based on topography indices, vegetation indices, and SAR indices; (2) evaluating the accuracy of CART, RF, and XGBoost algorithms in soil salinity prediction; (3) comparing and assessing the potential of different types of sensor combinations (the combination of topography indices and vegetation indices or the combination of topography indices, vegetation indices, and SAR indices) in digital soil mapping; and (4) exploring the sensitivity of different types of sensors in soil salinity prediction and the spatial variation characteristics of soil salinity.

2. Materials and methods

2.1. Study area

The Ogan-Kuqa River Oasis is located in the central and northern Tarim Basin of Xinjiang Uygur Autonomous Region, China. It is a typical and representative alluvial fan oasis in an arid region, bred by the Ogan River and Kuqa River (Ding and Yu, 2014). It is situated between 41°06′–41°58′N and 82°10′–83°50′E, and its terrain has a northwest-to-southeast tilt (Fig. 1). The terrain of this area can be divided into three parts: the fan-shaped gravel Gobi area formed by alluvial action, the Tianshan Mountains in the north, and the alluvial plain area in the south, with landscape of desert, oasis, and Gobi, in turn. The vegetation species in the study area are rare, and the vegetation coverage is low. The main species are Phragmites australis, Tamarix ramosissima, Alliaria petiolata, and so on. The oasis is mainly cultivated with cotton, corn, and winter wheat. The Ogan-Kuqa River Oasis has a typical temperate continental arid climate, with abundant light and heat resources and less precipitation. The annual total radiation is 6.11 × 10^5 J/cm². The average annual precipitation is only 55.45 mm but the annual evaporation is 2356.00 mm (Ding and Yu, 2014). In recent years, due to extreme climatic conditions, population increase, and high intensity agricultural irrigation activities, the salinized soil area in the Ogan-Kuqa River Oasis has increased sharply, leading to the threat of desertification in the limited land resources, which has aroused the continuous attention of all sectors of society with regard to the sustainable development of the oasis.

2.2. Field sampling and analysis

We conducted the field survey from 11 July 2018 to 19 July 2018 and designed the survey route of the sampling process according to the accessibility of potential sampling sites. Based on previous field survey experience and existing soil digital maps (soil type, texture, and other characteristics), we selected a total of 70 soil sampling sites. We used the five-point sampling method to collect 5 soil samples at each sampling site (30 m × 30 m) and mixed them on site to create a representative composite sample (0–20 cm soil depth), while using a portable GPS (UniSrong G120, positioning accuracy≤5 m) to record its geographic locations. We placed each soil sample in a sealed bag (to prevent soil moisture loss) and made a mark, then brought these samples back to the laboratory for further chemical analyses. All soil samples were air-dried, ground, homogenized, and sieved to ≤2 mm particle size. We added 100 mL of distilled water to each 20 g soil sample and mixed thoroughly (1:5 soil-water extraction solution), and then, we extracted the percolate through a multiparameter measuring device (Multi 3420 Set B, WTW GmbH, Germany) equipped with a composite electrode (TetraCon 925) at room temperature of 25 °C to measure electrical conductivity (EC). The PHS-3C was used to measure pH value (Wang et al., 2019), and the oven dry weighing method (105 °C constant temperature box, 48 h) was used to measure the soil moisture content (SMC) (Peng et al., 2019; Zhang et al., 2021).

2.3. Acquisition and pre-processing of remote sensing data

As an important part of the Global Monitoring for Environment and Security (GMES), the Sentinel series plays a pivotal role in land, ocean, atmosphere, climate, and global change (Drusch et al., 2012; Malenovsky et al., 2012). The Sentinel-1 launched in 2014 is equipped with a C-band SAR. It has a variety of imaging methods, which can realize multiple polarization methods, such as single polarization and dual polarization. It has a strip mode (SM), an extra wide (EW) mode, and an interferometric wide (IW) mode (Zhou et al., 2018). In this study, we obtained 2 scenes of dual-polarized Sentinel-1 images in IW mode from the European Space Agency’s Copernicus Open Access Hub; the data level is Level-1, and the satellite transit date is 22 July 2018. The images were processed by the
special software SNAP for sentinel data processing developed by the European Space Agency, which sequentially performs orbit correction, thermal noise removal, radiation calibration, coherent spot filtering (window size $7 \times 7$), terrain correction, and stitching and cropping, among which orbit correction and the files required for topography correction were all obtained by downloading online. The resolution of the image resampling is 30 m; we chose this resolution because it has proven to be the most suitable for soil-landscape analysis. Some scholars have pointed out that the soil information extracted by single-polarized radar images is limited, which has a certain impact on the research results (Ruecker et al., 2009). A proper combination of the polarization methods of the radar images can effectively improve the correlation between the backscatter coefficient and soil salinity (Ma, 2018). We used different polarization combinations to achieve the forecast goal, as shown in Table 1.

We downloaded the Level-1C Sentinel-2 images of the Universal Transverse Mercator/World Geodetic System (UTM/WGS) projection of the four scenes of transit on 21 July 2018 with cloud cover below 10% from the European Space Agency’s Copernicus Open Access Hub. This level of product has undergone radiometric correction and geometric correction processing. We used the Sen2Cor plugin version 2.08 of SNAP to conduct atmospheric correction, in such a way that the reflectivity of the remote sensing image is changed from the reflectivity of the Top of Atmosphere (TOA) to the reflectivity of Bottom of the Atmosphere (BOA) (Clevers and Gitelson, 2013). In this step, the band with a resolution of 60 m (B1, B9, and B10) was mainly used to monitor the atmospheric attenuation. The calculation formulas of vegetation indices are shown in Table 2.

after the atmospheric correction were resampled to 30 m by the nearest neighbor interpolation method for vegetation indices calculation. Some scholars have pointed out that the soil information extracted by single-polarized radar images is limited, which has a certain impact on the research results (Ruecker et al., 2009). A proper combination of the polarization methods of the radar images can effectively improve the correlation between the backscatter coefficient and soil salinity (Ma, 2018). We used different polarization combinations to achieve the forecast goal, as shown in Table 1.

Table 1
Polarization combinations used in the study.

<table>
<thead>
<tr>
<th>Polarization combination</th>
<th>Reference</th>
<th>Polarization combination</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>VV + VH</td>
<td>Ma (2018)</td>
<td>$VH^2 + VH^2$</td>
<td>Ma (2018)</td>
</tr>
<tr>
<td>VV$^2$ + VH</td>
<td>Zhang et al. (2020)</td>
<td>$VH^2 - VV$</td>
<td>Zhang et al. (2020)</td>
</tr>
<tr>
<td>$(VH^2 - VV^2)/VH$</td>
<td>Zhang et al. (2020)</td>
<td>$10 \log(VH)$</td>
<td>Zhang et al. (2020)</td>
</tr>
<tr>
<td>$10 \log(VV)$</td>
<td>Zhang et al. (2020)</td>
<td>$10 \log(VV) + 10 \log(VH)$</td>
<td>Zhang et al. (2020)</td>
</tr>
</tbody>
</table>

Note: VV represents the radar backscatter coefficient of vertical polarization and VH represents the radar backscatter coefficient of horizontal polarization.

Topography plays an important role in the distribution of soil salinity (Gallant and Dowling, 2003). Soil salinity is high in areas with lower elevations; on the contrary, soil salinity is low in inland areas with more undulating terrain and tends to decrease with the increase of elevation (Abdel-Kader, 2011). Therefore, in the prediction of soil salinity, the topography factor is an important parameter of the predictor variables (Galin et al., 2019). In this study, digital elevation model (DEM) with a resolution of 30 m (http://www.gscloud.cn/) was used to calculate 9 topography indices through System for Automated Geoscientific Analyses (SAGA) GIS (Table 3).

2.4. Topography attribute acquisition

Topography plays an important role in the distribution of soil salinity (Gallant and Dowling, 2003). Soil salinity is high in areas with lower elevations; on the contrary, soil salinity is low in inland areas with more undulating terrain and tends to decrease with the increase of elevation (Abdel-Kader, 2011). Therefore, in the prediction of soil salinity, the topography factor is an important parameter of the predictor variables (Galin et al., 2019). In this study, digital elevation model (DEM) with a resolution of 30 m (http://www.gscloud.cn/) was used to calculate 9 topography indices through System for Automated Geoscientific Analyses (SAGA) GIS (Table 3).

2.5. Modelling methods and evaluation indicators

CART is a non-parametric data mining technology that is used for classification or regression analysis. This technology has been continuously improved and is widely used due to its ability to suppress data noise (Breiman et al., 1984). CART includes a non-parametric regression method that adds a set of decision trees to the binomial partition algorithm. The algorithm splits predictor variables iteratively, as long as these groups are isomorphic or contain no less than the user’s observations. The defined threshold, i.e., the average response value of each node, represents the predicted value of the terminal node. The regression tree can cover the missing data by substitution, which provides advantages for handling abnormal data (Vega et al., 2009). In addition to regression modelling, the hierarchical structure of classification also allows model interactions between predictor variables (Schuler et al., 2010).

RF, with the basic unit of decision tree, is an algorithm that integrates multiple trees and can be effectively used for classification and regression in multiple fields (Breiman, 2001). It operates by constructing a large number of decision trees during training and outputting the classes as the class (classification) or mean prediction (regression) mode of each tree. In essence, it makes the tree irrelevant and uncorrelated by setting the stop criteria for node splitting. The algorithm does not need to meet any assumptions about the data distribution; it can handle both grades and continuous variables at the same time and has good nonlinear data mining capabilities and generalization capabilities (Gholizadeh et al., 2018).

XGBoost is an improvement of the gradient boosting decision tree method developed by Friedman (2001). It is an open source and extensible end-to-end tree enhancement system. It has been widely used in classification and regression analysis, showing a good accuracy. Compared with ordinary gradient boosting algorithms, XGBoost can provide faster and more accurate predictions. XGBoost is a method of creating a new model that can predict the residuals of the previous model and then add them together to make the final decision; it uses the gradient descent algorithm to minimize the loss when adding a new model.

The parameters in the model need to be optimized before applying the calibration model, which are called hyperparameters and

Note: VV represents the radar backscatter coefficient of vertical polarization and VH represents the radar backscatter coefficient of horizontal polarization.
have a large impact on the model performance (Yin et al., 2020). Therefore, in this study, the method of grid search is used to optimize the model’s hyperparameters. The prediction performance of different models was evaluated by the method of five-fold cross validation. All measured values were randomly divided into 5 groups, among which 4 groups were selected as the training set and the remaining one group as the validation set. Compared with randomly dividing the training set and the validation set, the five-fold cross validation made the model more reliable. In order to quantitatively evaluate the prediction accuracy of different models, we selected the following three indices: determination coefficient ($R^2$), root mean squared error (RMSE), and ratio of performance to deviation (RPD). The larger the $R^2$ value, the higher the model accuracy. RMSE represents the predictive ability, and its value is inversely proportional to the model accuracy. As a predictive indicator, RPD has been widely used to evaluate the model accuracy. For example, Chang et al. (2001) divided RPD into three categories: when $R^2/C21^2.0$, the model has excellent performance in predictive ability; when $1.4/C20^2<R^2/<2.0$, the model can provide multiple reasonable prediction results; and when $R^2/<1.4$, the model has a low feasibility and cannot predict the measured value of the sample, and thus, it is not recommended.

The above-mentioned modelling process is realized by programming in the Pycharm editor using the Python 3.7 language.

### Table 2
Calculation formulas of vegetation indices based on Sentinel-2.

<table>
<thead>
<tr>
<th>Vegetation index</th>
<th>Index acronym</th>
<th>Formula</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normalized Difference Vegetation Index</td>
<td>NDVI</td>
<td>$\frac{B_8 - B_4}{B_7 + B_3}$</td>
<td>Tucker (1979)</td>
</tr>
<tr>
<td>Green Normalized Difference Vegetation Index</td>
<td>GNDVI</td>
<td>$\frac{B_8 - 0.5 \times B_4}{B_7 + B_3}$</td>
<td>Gitelson and Merzlyak (1998)</td>
</tr>
<tr>
<td>Weighted Difference Vegetation Index</td>
<td>WDVI</td>
<td>$\frac{B_8 - B_4}{B_7 + B_3 + 0.5}$</td>
<td>Clevers (1989)</td>
</tr>
<tr>
<td>Transformed Normalized Difference Vegetation Index</td>
<td>TNDVI</td>
<td>$\sqrt{\frac{B_8 - B_4}{B_7 + B_3 + 0.5}} \times 1.5$</td>
<td>Yi (2019)</td>
</tr>
<tr>
<td>Soil Adjusted Vegetation Index</td>
<td>SAVI</td>
<td>$\frac{B_8 - B_4}{B_4 + 0.5}$</td>
<td>Huete (1988)</td>
</tr>
<tr>
<td>Infrared Percentage Vegetation Index</td>
<td>IPVI</td>
<td>$\frac{B_8}{B_4}$</td>
<td>Crippen (1990)</td>
</tr>
<tr>
<td>Modified Chlorophyll Absorption Ratio Index</td>
<td>MCARI</td>
<td>$\frac{(B_5 - B_4) - 0.2 (B_5 - B_4)}{B_5/B_4}$</td>
<td>Daughtry et al. (2000)</td>
</tr>
<tr>
<td>Red Edge In-fection Point</td>
<td>REIP</td>
<td>$700 + 40 \left( \frac{B_5 + B_4}{2} - B_4 \right)$</td>
<td>Guyot et al. (1988)</td>
</tr>
<tr>
<td>Modified Soil Adjusted Vegetation Index 2</td>
<td>MSAVI2</td>
<td>$\frac{2B_8 - 1 - \sqrt{(2B_8 + 1)^2 - 8}}{2}$</td>
<td>Qi et al. (1994)</td>
</tr>
<tr>
<td>Difference Vegetation Index</td>
<td>DVI</td>
<td>$\frac{B_8 - B_4}{B_4}$</td>
<td>Jordan (1969)</td>
</tr>
</tbody>
</table>

Note: $B$ is the reflectivity of Sentinel-2 waveband, and the subscript is the number of each band.

### Table 3
Topography indices and acronym used in this study.

<table>
<thead>
<tr>
<th>Topography index</th>
<th>Index acronym</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Digital Elevation Model (m)</td>
<td>DEM</td>
<td>–</td>
</tr>
<tr>
<td>Slope</td>
<td>S</td>
<td>System for Automated Geoscientific Analyses (SAGA) GIS</td>
</tr>
<tr>
<td>Aspect</td>
<td>AS</td>
<td>SAGA GIS</td>
</tr>
<tr>
<td>Convergence Index</td>
<td>CI</td>
<td>SAGA GIS</td>
</tr>
<tr>
<td>Total catchment</td>
<td>TCA</td>
<td>SAGA GIS</td>
</tr>
<tr>
<td>Ls factor</td>
<td>LSF</td>
<td>SAGA GIS</td>
</tr>
<tr>
<td>Channel network base level</td>
<td>CNBL</td>
<td>SAGA GIS</td>
</tr>
<tr>
<td>Channel network distance</td>
<td>CND</td>
<td>SAGA GIS</td>
</tr>
<tr>
<td>Valley depth</td>
<td>VD</td>
<td>SAGA GIS</td>
</tr>
<tr>
<td>Relative slope position</td>
<td>RSP</td>
<td>SAGA GIS</td>
</tr>
</tbody>
</table>

### Table 4
Descriptive statistical analysis of the soil properties.

<table>
<thead>
<tr>
<th>Soil property</th>
<th>Maximum</th>
<th>Minimum</th>
<th>Mean</th>
<th>Median</th>
<th>SD</th>
<th>CV (%)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>EC (dS/m)</td>
<td>79.70</td>
<td>0.08</td>
<td>13.77</td>
<td>6.25</td>
<td>18.24</td>
<td>132.49</td>
<td></td>
</tr>
<tr>
<td>SMC (%)</td>
<td>20.28</td>
<td>0.52</td>
<td>9.60</td>
<td>9.58</td>
<td>5.17</td>
<td>53.89</td>
<td></td>
</tr>
<tr>
<td>pH</td>
<td>10.21</td>
<td>7.96</td>
<td>8.80</td>
<td>8.68</td>
<td>0.43</td>
<td>–</td>
<td></td>
</tr>
</tbody>
</table>

Note: EC means electrical conductivity, SMC means soil moisture content, SD means standard deviation, and CV means coefficient of variation. -, no data available.
3. Results

3.1. Descriptive statistics

EC values in the entire study area varied greatly, ranging from 0.08 to 79.70 dS/m (Table 4). The mean and median values were 13.77 and 6.25 dS/m, respectively, the standard deviation (SD) was 18.24 dS/m, and the coefficient of variation (CV) was 132.49%, which belonged to the strong variation. The SMC ranged from 0.52% to 20.28%, and the SD and CV were 5.17% and 53.89%, respectively, which indicated a moderate variation. Soil pH values in the entire study area varied from 7.96 to 10.21, with the mean and median values of 8.80 and 8.68, respectively. The soil properties in the entire study area were alkaline (Table 4).

3.2. Correlation analysis between the surface parameters and measured electrical conductivity

In the machine learning methods, the choice of modelling the feature variables is critical to prediction results (Li et al., 2020). Most of the factors related to soil salinity can be obtained through band calculation, and there is a correlation between the factors. If the factors are not screened, the redundancy of variables and the accuracy of the model will be reduced (Peng et al., 2019; Wang et al., 2019). We used Pearson correlation analysis to select factors with significant correlations between the surface parameters and EC for salinization monitoring and visualization (Fig. 2). This approach can help us to choose potential predictors for the model. Among the 30 parameters (10 SAR indices, 10 vegetation indices, and 10 topography indices), the correlations between 10 parameters and EC were extremely significant ($P < 0.01$), the correlations between 5 parameters and EC were significant ($P < 0.05$), and the correlations between the remaining 15 parameters and EC were not significant. There were 21 parameters that were negatively correlated with EC (such as the radar backscatter coefficient of vertical polarization (VV), the radar backscatter coefficient of horizontal polarization (VH), VV + VH, and so on), of which the negative correlation between Green Normalized Difference Vegetation Index (GNDVI) and EC was the strongest, with a correlation coefficient of $-0.431$, while the other 9 parameters were positively correlated with EC. The positive correlation

Fig. 2. Correlation coefficients between measured electrical conductivity (EC) values and SAR indices (a), between measured EC values and vegetation indices (b), and between measured EC values and topography indices (c). VV, the radar backscatter coefficient of vertical polarization; VH, the radar backscatter coefficient of horizontal polarization; NDVI, Normalized Difference Vegetation Index; GNDVI, Green Normalized Difference Vegetation Index; WDI, Weighted Difference Vegetation Index; TNDVI, Transformed Normalized Difference Vegetation Index; SAVI, Soil Adjusted Vegetation Index; IPVI, Infrared Percentage Vegetation Index; MCARI, Modified Chlorophyll Absorption Ratio Index; REIP, Red Edge In-lection Point; MSAVI2, Modified Soil Adjusted Vegetation Index 2; DVI, Difference Vegetation Index; DEM, Digital Elevation Model; S, Slope; AS, Aspect; CI, Convergence Index; TCA, Total catchment; LF, Ls factor; CNBL, channel network base level; CND, channel network distance; WD, valley depth; RSP, relative slope position. ***, significance at the 0.01 probability level; *, significance at the 0.05 probability level.
between 10 log(VV)-10 log(VH) and EC was the strongest, with a correlation coefficient of 0.244 (Fig. 2).

Combined with the polarization transform of SAR backscattering coefficient, the influence of noise in the image on the backscattering coefficient of ground objects is reduced effectively, and the correlation between SAR indices and EC is improved significantly. Among the 10 SAR indices, there were 4 indices significantly correlated with EC (P < 0.05; Fig. 2a). Further, there were 8 vegetation indices that were extremely significantly correlated with EC (P < 0.01), and Red Edge In-flection Point (REIP) was significantly correlated with EC (P < 0.05; Fig. 2b). Among the 10 topography indices, only DEM and Channel network base level (CNBL) were significantly correlated with EC (P < 0.01; Fig. 2c).

3.3. Analysis of modelling results

Table 5 shows the performance of the CART, RF, and XGBoost models in predicting EC. Among them, Model A indicates that the combination of vegetation indices and topography indices is used as a predictor variable, and Model B indicates that the combination of vegetation indices, topography indices, and SAR indices is used as a predictor variable. Through the comparative analysis of Table 5, it can be found that the model technology and the choice of predictor variables have an important influence on the prediction of soil salinity. In Model A, XGBoost model had the highest prediction accuracy ($R^2 = 0.59$, RMSE = 11.99 dS/m, and RPD = 1.55), and the prediction accuracy of CART and RF were similar (Table 5). The addition of SAR indices had a significant impact on the improvement of the prediction accuracy of the machine learning models. Among them, the improvement of RF prediction accuracy was the most obvious, followed by XGBoost. Specifically, for RF model, $R^2$ increased to 0.63, RPD increased to 1.63, and RMSE decreased to 11.41 dS/m; for XGBoost model, $R^2$ increased to 0.68, RPD increased to 1.77, and RMSE decreased to 10.56 dS/m. In general, XGBoost had a good prediction accuracy in both Model A and Model B, that is, it had the highest $R^2$ and RPD and the lowest RMSE. Table 6 lists the main parameters of each model.

3.4. Relative importance of the predictors

The relative importance of the predictors was ranked, as shown in Fig. 3 (note that the importance value has been converted to percentage). The relative importance of the three types of variables in the different models was different, which revealed the differences in the main environmental characteristics in these models. For the machine learning models, the vegetation indices were the main explanatory variables for EC prediction (more than 45.00% of the total relative importance), followed by topography indices and SAR indices. Although the predictors in each model showed different hierarchical characteristics, the importance of Weighted Difference Vegetation Index (WDVI) ranked the first among all predictors, with a relative importance more than 20.00%. In addition, in CART, RF, and XGBoost models, SAR indices explained 21.00%, 17.90%, and 17.06% of EC changes, respectively, while topography indices explained 25.26%, 34.56%, and 22.20% of EC changes, respectively.

3.5. Spatial distribution characteristics of soil salinization

Three different machine learning algorithms were used to predict and map the spatial distribution characteristics of soil salinization (Fig. 4). According to the classification standard of the soil salinization level, we divided the soil samples in the study area into the following 5 categories: EC $\geq 16$ dS/m is strongly saline, 8 dS/m $\leq$ EC $< 16$ dS/m is moderately saline, 4 dS/m $\leq$ EC $< 8$ dS/m is slightly saline, 2 dS/m $\leq$ EC $< 4$ dS/m is very slightly saline, and EC $< 2$ dS/m means non-saline (Wang et al., 2019). In general, the three models produced similar spatial distribution characteristics of soil salinization. XGBoost model showed the subtle changes in the spatial distribution of soil salinization in detail. Moderately saline soil and strongly saline soil were mainly distributed in the marginal area of the oasis, which is caused by radiation errors of the topography. Due to the slight topographical undulations inside the oasis, coupled with the rise in the groundwater level caused by agricultural irrigation activities, non-saline soil and very slightly saline soil were mainly distributed in this area. Moderately saline soil was mainly located in the intersection of the oasis and desert. In general, soil salinity increased from the oasis to the surrounding areas. It is worth noting that CART model was affected by its own characteristics, and the predicted distribution map of soil salinity did not reflect the actual characteristics.

Table 5
Evaluation of the prediction effects of the different models in predicting EC.

<table>
<thead>
<tr>
<th>Model</th>
<th>Modelling technique</th>
<th>$R^2$</th>
<th>RMSE (dS/m)</th>
<th>RPD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model A</td>
<td>CART</td>
<td>0.52</td>
<td>12.92</td>
<td>1.44</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>0.52</td>
<td>12.91</td>
<td>1.44</td>
</tr>
<tr>
<td></td>
<td>XGBoost</td>
<td>0.59</td>
<td>11.99</td>
<td>1.55</td>
</tr>
<tr>
<td>Model B</td>
<td>CART</td>
<td>0.57</td>
<td>12.20</td>
<td>1.53</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>0.63</td>
<td>11.41</td>
<td>1.63</td>
</tr>
<tr>
<td></td>
<td>XGBoost</td>
<td>0.68</td>
<td>10.56</td>
<td>1.77</td>
</tr>
</tbody>
</table>

Note: Model A means that the combination of vegetation indices and topography indices is used as a predictor variable and Model B indicates that the combination of vegetation indices, topography indices, and SAR indices is used as a predictor variable. CART, classification and regression tree; RF, random forest; XGBoost, extreme gradient boosting; $R^2$, coefficient of determination; RMSE, root mean square error; RPD, the ratio of performance to deviation. Abbreviations in the following tables are the same as Table 5.
4. Discussion

In this study, the vegetation indices were designated by the model as the most important predictor variables, followed by topography indices and SAR indices (Fig. 3). In soil salinization monitoring, vegetation is one of the key factors affecting the estimation accuracy (Yang et al., 2016). Due to the difference in vegetation coverage, variable errors will occur in the estimation of different degrees of soil salinization (Page et al., 2013). The response of these vegetation indices to soil salinization is affected by other environmental factors, and the results may be very different under various environmental conditions (Metternicht and Zinck, 2003). Although the vegetation indices have achieved good results in worldwide salinization monitoring, there is no universal vegetation indices that can achieve satisfactory results under any environmental conditions (Zhang et al., 2011; Allbed et al., 2014). In addition, although vegetation may obscure soil information, vegetation indices are more sensitive to changes in soil salinity under high vegetation cover (Peng et al., 2019).

Topography, a derivative variable based on DEM, plays an important role in the formation and development of soil (Song et al., 2016); it is usually used as a key predictor in soil salinity estimation. Topography affects the flow of water and sediments, which in turn influences the spatial distribution of various soil properties such as soil salinity (Yahiaoui et al., 2015). In previous studies of soil properties (Bakr and Ali, 2019), DEM is an effective topography parameter. In this study, DEM is also identified as an important variable for soil salinity prediction, and its importance is second only to WDVI (Fig. 3).

A comparison of the prediction accuracy in this study showed that the choice of the machine learning algorithms and the combination of environmental variables can have a large impact on EC prediction (Table 5). In this study, XGBoost model performed better

### Table 6

Main hyperparameters of the different models.

<table>
<thead>
<tr>
<th>Model</th>
<th>CART</th>
<th>RF</th>
<th>XGBoost</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Criterion = ‘mse’, Max_depth = 4, Max_features = 11, Max_leaf_nodes = 11</td>
<td>Criterion = ‘mse’, N_estimators = 7, Max_features = 8, Max_depth = 3</td>
<td>N_estimators = 15, Learning_rate = 0.4, Max_depth = 5</td>
</tr>
<tr>
<td>B</td>
<td>Criterion = ‘mse’, Max_depth = 12, Max_features = 10, Max_leaf_nodes = 29</td>
<td>Criterion = ‘mse’, N_estimators = 8, Max_features = 15, Max_depth = 3</td>
<td>N_estimators = 3, Learning_rate = 0.3, Max_depth = 5</td>
</tr>
</tbody>
</table>

Fig. 3. Relative importance of the predictor variables in the Model B for EC prediction using CART model (a), RF model (b), and XGBoost model (c). Model B means that the combination of vegetation indices, topography indices, and SAR indices is used as a predictor variable.
than the other two models. Beguin et al. (2017) reported that the selection of models and the construction of predictors have an important influence on the prediction of soil properties. Peng et al. (2019) used relevant covariates (based on the salt indices and vegetation indices derived from Landsat-8 and the topography indices derived from DEM) to estimate soil EC in southern Xinjiang, China. Wang et al. (2020) used Landsat-8 and Sentinel-2, two different types of remote sensing images, to predict soil EC in the extreme arid area of western China, and found that the types of remote sensing data, the selection of prediction models, and the differences in the study area have significant impacts on the prediction accuracy. In addition, the research results of related scholars also showed that no predictive model can perform best in all situations (Lamichhane et al., 2019). Therefore, we suggest that the prediction model should be calibrated with specific experimental data sets in different regions.

Ensemble learning is to complete the learning task by constructing multiple weak learners, which is also called a multi-classifier system (Zhang et al., 2020b). Compared with the two integrated learning algorithms of RF and CART, XGBoost inherits the advantages of feature sampling of decision tree. When training the weak learner, only the sub-data set with randomly sampled features is considered, which can increase the model diversity, avoid over-fitting, reduce the amount of model calculations, and improve the efficiency of the optimal solution to the input characteristic variables (Zamani Joharestani, 2019). Therefore, this method is suitable for the estimation of soil salinity that affected by many factors. In future studies, multiple factors should be considered. Machine learning technology integrates the advantages of different algorithms to further enhance the prediction and generalization capabilities of the model.

Our results also indicated that the optimized topography indices, SAR indices, and vegetation indices are essential for the establishment of effective EC prediction model. Some scholars emphasized that optical remote sensing images and topography factors play an important role in soil salinity prediction (Castaldi et al., 2019). However, previous studies only considered a single type of sensors, such as Landsat or MODIS (Peng et al., 2019; Wang et al., 2019). In this study, results in the prediction accuracy of two different sensor combinations, Sentinel-1 and Sentinel-2, showed that the combination of radar sensors and optical sensors has a great potential in soil salinity prediction.

Remote sensing images have been widely used in digital mapping of soil salinization at different scales, but related studies are mostly limited to optical remote sensing (Ivushkin et al., 2019). The results of this study showed that both optical and SAR image data are effective predictors in the estimation of soil salinity. The contribution of SAR indices to the model mainly depends on their sensitivity to

Fig. 4. Prediction maps of soil salinization based on Model B using CART model (a), RF model (b), and XGBoost model (c).
soil moisture and surface changes (Kasischke et al., 1997). The sampling time in this study is the vegetation growing season, and the vegetation coverage is high, which weakens the radar penetration of the ground to a certain extent (Yang and Guo, 2019). In addition, SAR images are also affected by soil water content when characterizing ground surface information (Zhou et al., 2020). This may be the reason why SAR indices are not as important as the topography indices and vegetation indices in the model.

Although our research results showed that the combination of vegetation indices, SAR indices, and topography indices can effectively predict soil salinity, further improvement is still needed. In addition, our results have not yet reached a good prediction accuracy. The prediction accuracy of the optimal model XGBoost is only 0.68, which may be related to the research field, the type and quality of predictor variables, the accuracy of the prediction model, and the variability of EC (Yin et al., 2020). Owing to the dynamic changes in surface characteristics, time series Sentinel data will be considered in future studies to map soil salinity at different periods, so as to further reduce the uncertainty and improve the prediction accuracy.

5. Conclusions

By comparing three machine learning techniques (CART, RF, and XGBoost), we used topography indices derived from DEM, SAR indices generated by Sentinel-1, and vegetation indices generated by Sentinel-2 to study the spatial distribution of soil salinization in the Ogan-Kuqa River Oasis in Xinjiang of China. In general, XGBoost model is superior to CART and RF models in soil salinity prediction, showing the best performance. Soil salinity predicted by the three machine learning algorithms is consistent in spatial distribution. Strongly saline soil and moderately saline soil are mainly distributed in the piedmont alluvial fan and the oasis margin, while in the oasis the soil salinization degree is low. The combined method of multi-source sensors shows a good prediction performance. The freely available high-resolution remote sensing images of Sentinel-1 and Sentinel-2 provide more opportunities for dynamic monitoring of spatial changes in soil attribute information. Vegetation indices are the main explanatory variables for EC prediction, followed by topography indices and SAR indices. Further, WDVI is the most important environmental variable in soil salinity prediction.
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